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1. Tabular Inference 4. Our Contributions 6. Evidence Extraction 9. Supervised Extraction
e Inference task where premises are tabular in nature e Tabular reasoning models ignore the evidence table e Unsupervised methods: Textual similarity Human Pe”""’“a““e
e (Given a premise table determine if hypothesis is rows (Gupta et al., 2022) e DRR (Neeraja et al., 2021)
true (entailment), false (contradiction), or e Model should not be just right, but right for the ° WMD (Gl(lpta et al., 2020) ) N e mmmmmm mmmTE
: e SimAlign (Sabet et al., 2020
pndeterm?nlfd (neutral), i.e., tabular natural right reasons (this work) o SImCSE (Gao et al., 2021) o0
language inference.
| Case Study on InfoTab$S - R - -
e Below is an example premise table from InfoTabS Y e Supervised methods: Binary classification 70
Tabular Reasoning — v/ Trustworthy Tabular , ,
dataset (Gupta et al., 2020). Here, the hypothesis X . g y H(row, hypothesis) — {relevant, irrelevant)
H1: entails ; H2: contradlcts - H3: neutral Reasoning Hard negative via unsupervised models °0
X Only Inference — v Evidence Extraction + In-
New York Stock Exchange ference °0
Type Stock exchange o T fold (i 7. Human Annotation Agreement ® Random (1x) ™ w/o Sampling ® Hard Negative (3x)
Location New York City, New York, U.S. WOTOHE DELEHES
Founded May 17, 1792; 226 years ago ® make model trustworthy .. 10. Final Inference
Currency United States dollar @ benefit the reasoning task F'1-Score  Precision Recall F1-Score
~ No. of listings 2400 <------------ Avg-Micro 89.28 91.57  90.06
Nl 0S$20.161 trillion (201 1) : Data and Software Ave-Macro 091 8075 2040 s oorformancs
HI1: NYSE has fewer than 3,000 stocks listed. _ https://tabevidence.github.io 60 5 mma=o— Y >
H2: Over 2,500 stocks are listed in the NYSE. ~ )
H3: S&P 500 stock trading volume is over $10 trillion. 5 Trustworthy Tabular Inference 2 . e e
2. The Problem ; 8
. [ TABLE TITLE | - [TABLETITLE | E 20 i,
e Model does not provide the inference evidence KEYA | VALUEA || == [ EE‘;:,‘;?;‘;?\ J—u KEYA | VALUEA - " lI .I
and the reasoning steps. . | KEYB | VALUEB - :|[KEYD | VALUED ; 63 . : . -
e From the example above7 the row No. of Listing KEYC | VALUEC I l <0 JOT-020 021-0.40 041-060 0eT-080 0Et-18 M DRR-DRR M +Re-Rank+Top-K W Oracle-Supervision W Oracle-Oracle
is required to establish that hypothesis H1 and H2 : |[KEYD | VALUED] HYPOTHESIS st | NLI(R) = rielss Kappa Seore Range
are entail and contradict respectively. - |KEYE | VALUEE | 8. Unsupervised Extraction 1. Observations
® Deletion Probing (Gupta et al., 2022) shows Tabular Premise | NUILABEL :
that deleting the row no. of listing change H1 Evidence Extraction -+ Inference Prediction: o Unsupervised extraction re-rank and dynamic

.............................................. " " i 4 s " s E s E s EEEEEEEEEEEEEEE Humanperformance

B ) top-K benefits
WO-Stage Approac a0 /N ® Unsupervised extraction Hypo-title swap

and H2 predictions to neutral.

3. Motivation Modified Model Predictions for H1 . confounding of <TITLE> similarity beneficial.
o inference label: entail label (as earlier) T eSupervisgd extractior.l significant better than
e Not enough tfor a model to be merely right, but o evidence (i.c., the relevant rows) ) UHSU.PGTWSGd extractlf)n
also right for the right reasons. No. of Listings : 2,400 o Adding hard negative (3x) better than
e [dentifying the relevant elements of input as ” random (1) or no sampling.
the right reasons is essential for correct tabular X 6 Beneficial for NLI especially on zero-shot
reasoning. § (out-of-domain) a3 dataset

¥ DRR ™ SimAlign Sent ormer M DRR + Re-Rank + Top-K ® SinCSE M SimCSE + MNLI


https://tabevidence.github.io

