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Classification Paradigms

Pick one Pick one Pick all applicable

Label 1 Q/ Label 1 Label 1

Label 2 Label 2 Label 2 Q/
Label 3 Label 3
Label 4 J Label 4 J
Label L Label L Q/

Binary Multi-class Multi-label



Extreme Multi-Label Learning

What all items would this user buy?
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Challenges and Opportunity

 Large scale setting
* N (#examples), L (#labels), D (#Feature Dim) in millions
* Challenging due to long tail distribution of Labels

* Missing label in training and prediction set # Samples |

* Exploiting label correlation :
Head

* Appropriate training and evaluation

The Long Tail
Labels



SLEEC - Embedding Based Algorithm
Non linear neighborhood preserving low rank embedding of label vectors
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SLEEC : Kush Bhatiya and Himanshu Jain. “Sparse Local Embeddings for Extreme Multi-label Classification” , in NeurlPS; 2015.



Contribution

* Novel objective that leverages the word2vec embedding methods
* Optimized efficiently by matrix factorization, thus faster than SLEEC
* Can do joint learning of embedding-regression, more accurate than SLEEC

* Can easily incorporates side information, thus handling the missing labels



word2vec
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http://suriyadeepan.github.io/

SGNS meets Label Embedding

* word2vec embedding using Skip Gram Negative Sampling objective

P(Observing (w,w")) = 0 ((zw, Zw')) =

maxZ( Z log (0 ((Zw, Zw)) )+ %Zlog (a(—(zu,‘,szﬂ)))

1w’ ) w

* replacing words with the instance label vectors in the training sets
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SGNS as Matrix Factorization

SGNSs objective is equivalent to weighted matrix factorization of shifted positive
point wise mutual information (SPPMI) matrix [8]

Shifted PPMI:

AL, (M) :l()g( M;; * | M| )

>k Mgy * Dk Mk 5)
SPPMI,;(M) = max(PMI;; (M) — log(k),0)

Here, PMI is point wise mutual information matrix of M and |M | represent sum of
all element in M.
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Proposed ExXMLDS Algorithm

* Overall, multi-iteration SVP replaced with single step SVD
* Regression and prediction algorithm remain same as in SLEEC.

* We observe the EXMLDS training is 10x faster than SLEEC.



Incorporating Label-Label Correlation

* Learn the embeddings of labels as well as instances jointly.
* Overall Idea :

* think of labels as individual words

* think of instances with the active label as sentence
» Use extra label correlation information for label embedding

* Helps in handling the missing label problem efficiently



SLEEC Joint Learning

* Joint learning objective for the SLEEC algorithm

min [|[Po(Y'Y) = Po(X'VIVX)|E + MV7 +plVX
‘,.«'ERL X d

* it’s highly non-convex as well as non-differentiable

1-
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EXMLDS Jointly Learning

@ With our proposed objective?

0;= > log(U(Kij))+%Zlog(0(—f%'))v

3 Ne(y;)
@ Joint learning possible, although non-convex nature
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Efficient Training

Method Bibtex Delicious FEurlex Mediamill Delicious-200K

EXMLDS1 23 259 580.9 1200 1937 o ]
ExMLDS2 143.19  781.94  880.64 12000 13000 <¢— Training time
SLEEC a1 laal 4660 8912 10000
Dataset Prec @k Proposed Emledding Baskd
ExXMLDSI1 DXML SLEEC LEML
P@] 63.38 63.69 65.29 62.54
Bibtex P@3 38.00 37.63 39.60 38.41
P@5 27 64 27.71 28.63 2821 <
P@] 67.94 67.57 68.10 65.67 Performa nce
Delicious P@3 61:35 61.15 61.78 60.55
P@5 56.3 56.7 57.34 56.08
P@] 1155 T3 79.52 63.40
Eurlex P@3 64.18 64.21 64.27 3035
P@5 52.51 32.31 52.32 41.28
P@] 87.49 88.71 87.37 84.01
Mediamill P@3 72.62 71.65 72.6 67.20 ExXMLDS1 much faster than SLEEC
P@5 58.46 56.81 58.39 52.80 .
S5 I e T with almost equal performance
Delicious-200K P@3 41.15 39.88 42.00 eyl
P@5 38.57 37.20 39.20 35.84
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Performance with Missing Labels

Dataset Prec@Qk ExMLDS3 SLEEC LEML LEML-IMC

PaQl 48.51 30.5 35.98 41.23
Bibtex PQ3 28.43 14.9 21 02 25.25
P@5 20.7 9.81 15.50 18.56
pP@1 60.28 51.4 20.22 39.24
Eurlex PQ3 44.87 37.64 22.94 32.66
P@5 35.31 29.62 19.02 26.54
P@l 81.67 41.8 64.83 73.68
rcvlv2 P@3 52.82 17.48 42.56 48.56
P@5 37.74 10.63 31.68 34.82

We hide randomly 80% of the labels from training labels. We provide extra YY’
(original) complete label-label correlation matrix along with masked Y to both
LEML-IMC and ExMLDS3.
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Performance with Joint Learning

Dataset Prec@k Proposed Enfbedding Bafed
ExXMLDS4 ANNEXML SLEEC XML-CNN
P@] 03.05 03.55 90.53 95.06
AmazonCat-13K P@3 79.18 78.38 76.33 79.86
P@5 64.54 63.32 61.52 63.91
P@] 86.82 86.50 85.88 84.06
Wikil0OK-31K P@3 74.30 74.28 72.98 73.96
P@5 63.68 64.19 62.70 64.11
P@] 47.70 46.66 47.85 -
Delicious-200K P@3 41.22 40.79 42.21 =
P@5 37.98 37.64 €39.43 -
P@] 62.15 63.36 54.83 =
WikiLSHTC-325K P@3 39.58 40.66 33.42 -
P@5 29.10 29.79 23.85 -
P@] 62.27 63.86 58.39 59.85
Wikipedia-S00K P@3 41.43 42.69 37.88 39.28
P@5 31.42 32.37 28.21 29.31
P@] 41.47 42.08 35.05 -
Amazon-670K P@3 36.35 36.65 31.25 -
P@5 5243 32.76 28.56 -
—— —/
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Conclusions
* Novel objective for XML that leverages the word2vec embedding method
* Optimized efficiently by matrix factorization, making it’s faster than SLEEC
* Objective can jointly learn and obtain better results compared to SLEEC

* Easily incorporates side information, that is useful for handling missing labels



Takeaway Point

* Distributional Semantics algorithms can be efficiently utilize for XML task

* Joint learning of embedding and regression could be beneficial for XML task
Questions to Ponder?

* Can we jointly embed instance feature (x) and instance label (y) for XML task ?

* Better method for selection of negative samples while instance embedding ?
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