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Distributional Semantics

•Each word (w) or sentence (s) is represented using a
vector ~v ∈ Rd

•Semantically similar words or sentences occur closer
in the vector space
•Various methods like word2vec (SGNS) and
Doc2vec ( PV- DBOW).

Averaging vs Partition Averaging

“Data journalists deliver data science news to the
general public. They often take part in interpreting
the data models. Also, they create graphical designs
and interview the directors and CEOs.”

•Direct Averaging to represent document

•Partition Averaging to represent document

•Weighted Partition Averaging to represent
document

Ways to Partition Vocabulary

Ways to Represent Words

Kernels meet Embeddings

1 Simple Word Vector Averaging :
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2 TWE: Topical Word Embeddings :
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3 P-SIF: Partition Word Vector Averaging :
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4 Relaxed Word Mover Distance :
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Theoretical Justification of P-SIF

1 We provide theoretical justifications of P-SIF by
showing connections with random walk-based latent
variable models (Arora et al. 2016a; 2016b) and SIF
embedding (Arora, Liang, and Ma 2017).

2 We relax one assumption in SIF to show that our
P-SIF embedding is a strict generalization of the
SIF embedding which is a special case with K = 1.

Text Similarity Task

Text Classification Task

•Multi-class text classification on 20NewsGroup

•Multi-label text classification on Reuters

•Experiment on other datasets are reported in the
paper

Long vs Short Documents

Effect of Sparse Partitioning

1 Better handling of the multi-sense words
2 Obtains more diverse non-redundant partitions
3 Effectively combine local and global semantics

Takeaways

1 Partition Averaging is better than Averaging
2 Disambiguating multi-sense ambiguity helps
3 Noise in word representations is of huge impact

Limitations

1 Doesn’t account for syntax, grammar, and order
2 Disjoint process of partitioning, averaging and task
learning
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