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Motivation
• Natural Language requires good semantic representations of textual documents 

for
• Text Categorization
• Information Retrieval
• Sentiment Analysis
• Text Similarity

• Good semantic representation of words exists i.e. Word2vec (SGNS, CBOW) 
created by Mikolov et al., Glove (Socher et al.) and many more.

• What About Documents?
• Multiple Approaches based on local context, topic modelling, context sensitive learning
• Semantic Composition in natural language is the task of modelling the meaning of a larger 

piece of text (document) by composing the meaning of its constituents/parts (words). 
• Our work focus on using simple semantic composition 
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Efforts for Document Representation

Doc2Vec (Le & Mikolov, 2014)
Local + Global context

TWE (Liu et al., 2015a)
Topic Modelling

NTSG (Liu et al., 2015b)
Topic Modelling + Context Sensitive Learning

Graded Weighted Model (Pranjal et al., 2015, 
Arora et. al.,2017)

Weighted Average & Composition

Deep Learning
LSTM, RNN, Bi-LSTM, 

RTNN, LSTM Attention
(2014-2017)Larger 

Document
Multiple 

topic

Sentence 
Embedding
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Weighted Average of Word Vectors
•Varying weight capture the relative importance of the words

• tf-idf weight
• Smooth inverse frequency (SIF)

•Arora et.al also applied PCA based post processing on vectors
• Common Component Removal (WR)

•Work better than seq2seq model for representing a sentence
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Background Semantic Composition
•Each word in corpus is assign to a topic using topic modeling algo 

(LDA)

• Four strategy was discussed to obtain the word and topic embeddings

•Document vectors are obtained by averaging topic-word embedding 
weighted by tfidf
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Topical Word Embedding (TWE)

•TWE-1 learns word and topic embeddings by considering each topic 
as pseudo word (V + K vocabulary)

•TWE-2 directly consider each word-topic pair as a pseudo word (kV 
vocabulary, k is average active topic for each word)

•TWE-3 builds distinct embeddings for the topic and word separately 
and for each word-topic assignment, corresponding word embedding 
and topic embedding are concatenated after learning (weights are 
share)
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Problems with TWE
• TWE-1 interaction between a word and the corresponding assign topic is 

not accounted.

• TWE-2, each word is differentiated into multiple topics which create 

sparsity and learning problems. 

• TWE-3, the word embeddings are influenced by the corresponding topic 

embedding, making words in same topic less discriminative.

• TWE uses topic modelling algorithm like LDA to annotate words with topic, 

which make the feature formation slower

• Aggregating word-topic vectors to form document vectors average 

semantically  different words.

7



Neural Tensor Skip Gram Model

• TWE extension by learning a context sensitive word embeddings by using a 
tensor layer to model the interaction of words and topics.

• NTSG outperform majority embedding methods including TWE-1 on 
20NewsGroup dataset

• Document vectors are obtained by averaging topic-word embedding 
weighted by tfidf
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SIMPLE AVERAGING

WEIGHTED PARTITION AVERAGING

Averaging vs Partition Averaging
Data journalists deliver the news of data science to general public, they often take part in interpreting the data 
models, creating graphical designs and interviewing the director and CEO’s.
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Proposed Algorithms (SCDV, P-SIF)
•Obtain word vectors for vocabulary words

•Partition vocabulary words using corresponding word vectors
•K-Means
•GMM
• Sparse Dictionary

• For a document, do following
•Weighted average intra partition
•Concatenate averages inter partitions 

•Post Processing Step
•Hard Thresholding
•Common Component Removal
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Similar to simple weighted averaging model
we average word topic vectors instead of word vectors

Nice Connection
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Several Partitioning Approaches
Name Partition Type Properties Method

K-Means Hard Clustering Polysemic Words ☹, Vectors Sparsity ☺, Partition Diversity ☹, 
Pre-Computation ☹

BOWV

GMM Fuzzy Clustering Polysemic Words☺, Vectors Sparsity☹, Partition Diversity☹, 

Manual Vector Sparsity (Hard Thresholding) ☺, 

Pre-Computation ☺

SCDV

K-SVD Sparse Dictionary 
Learning

Polysemic Words ☺, Vectors Sparsity☺, Partition Diversity  

☺, Pre-Computation ☺
P-SIF

Weighting Algorithms
Technique Operation Method

Inverse document frequency Concatenation BOWV

Inverse document frequency Multiplication SCDV

Smooth Inverse frequency Multiplication P-SIF
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Manual Sparsity by Hard Thresholding (SCDV)

15



Fuzzy vs Hard clustering? (SCDV context sensitive learning)

Word Cluster Words P(Ci|Wj)

Subject:1 Physics, chemistry, maths, science 0.27

Subject:2 Mail, letter, email, gmail 0.72

Interest:1 Information, enthusiasm, question 0.65

Interest:2 Bank, market, finance, investment 0.32

Break:1 Vacation, holiday, trip, spring 0.52

Break:2 Encryption, cipher, security, privacy 0.22

Break:2 If, elseif, endif, loop, continue 0.23

Unit:1 Calculation, distance, mass, length 0.25

Unit:2 Electronics, KWH, digital, signal 0.69
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Topic Modelling using GMM

GMM LTSG LDA

-85.23 -92.33 -108.72
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Textual Classification

•Multi-Class Classification
• 20 NewsGroup – 20 classes, Equal Sampling, 200-300 words documents

•Multi-Label Classification
• Reuters - ~5000 labels, Unequal Sampling, 400-500 words documents
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Multi-Class Classification – 20NewsGroup Dataset
Model Accuracy Precision Recall F1-Score

P-SIF (Doc2VecC) 86.0 86.1 86.1 86.0

P-SIF 85.4 85.5 85.4 85.2

SCDV 84.6 84.6 84.5 84.6

BoE 83.1 83.1 83.1 83.1

BoWV 81.6 81.1 81.1 80.9

NTSG-1 82.6 82.5 81.9 81.2

LTSG 82.8 82.4 81.8 81.8

TWE-1 81.5 81.2 80.6 80.6

PV-DBoW 75.4 74.9 74.3 74.3

PV-DM 72.4 72.1 71.5 71.5

Time (sec) BOWV TWE-1 SCDV

Doc2Vec Formation 1250 700 160

Total Training 1320 740 200

Total Prediction 780 120 25
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Class performance on 20 NewsGroup
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Effect of Hyperparameters (SCDV)
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Multi-Label Classification - Reuters Dataset
Model Prec@1

nDCG@1
Prec@5 nDCG@5 Coverage LRAPS F1-Score

P-SIF(Doc2VecC) 94.92 37.98 50.40 6.03 93.95 82.87

P-SIF 94.77 37.33 49.97 6.24 93.72 82.41

SCDV 94.20 36.98 49.55 93.52 93.30 81.75

BoWV 92.90 36.14 48.55 91.84 91.46 79.16

TWE-1 90.91 35.49 47.54 91.84 90.97 79.16

PV-DBoW 88.78 34.51 46.42 88.72 87.43 73.68

PV-DM 87.54 33.24 44.21 86.85 86.21 70.24

DataSet LM LM + SCDV MB MB + SCDV

AP 0.2742 0.2856 0.3283 0.3395

SJM 0.2052 0.2105 0.2341 0.2409

WSJ 0.2618 0.2705 0.3027 0.3126

Robust04 0.2516 0.2684 0.2819 0.2933

Mean average precision (MAP) on Information Retrieval Datasets
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Comparison with WMD and WME
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Semantic Textual Similarity

STS12 STS13 STS14 STS15 STS16

MSRpar headline deft forum answers-forums headline

MSRvid OnWN deft news answers-students plagiarism

SMT-eur FNWN headline belief postediting

OnWN SMT images headline answer-answer

SMT-news OnWn images question-question

tweet news
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SIMILARITY SCORES

Ground Truth SIF P-SIF

0.15 0.57 0.16
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Supervised
or Not

Supervised UnSupervised Semi Supervised P-SIF

Tasks PP PP
-Proj

DAN RNN iRNN LSTM
(no)

LSTM
(o.g.)

GRAN ST avg
Glove

tfidf
Glove

avg
-PSL

Glove
+WR

PSL
+WR

P-SIF
+PSL

STS12 58.7 60.0 56.0 48.1 58.4 51.0 46.4 62.5 30.8 52.5 58.7 52.8 56.2 59.5 65.7

STS13 55.8 56.8 54.2 44.7 56.7 45.2 41.5 63.4 24.8 42.3 52.1 46.4 56.6 61.8 64.0

STS14 70.9 71.3 69.5 57.7 70.9 59.8 51.5 75.9 31.4 54.2 63.8 59.5 68.5 73.5 74.8

STS15 75.8 74.8 72.7 57.2 75.6 63.9 56.0 77.7 31.0 52.7 60.6 60.0 71.7 76.3 77.3

SICK14 71.6 71.6 70.7 61.2 71.2 63.9 59.0 72.9 49.8 65.9 69.4 66.4 72.2 72.9 73.4

Twitter15 52.9 52.8 53.7 45.1 52.9 47.6 36.1 50.2 24.7 30.3 33.8 36.3 48.0 49.0 54.9

Results (Pearson r X 100) on Semantic Textual Similarity Task
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Results (Pearson r X 100) on Semantic Textual Similarity Task (16)
Tasks Skip

Thoughts
LSTM Tree

LSTM
Sent2Vec Doc2Vec avg 

Glove
tfidf

Glove
avg
PSL

tfidf
PSL

Glove
+WR

PSL
+WR

P-SIF
+PSL

STS16 51.4 64.9 64.0 73.7 69.4 47.2 51.1 63.3 66.9 72.4 72.5 73.7
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Theoretical Justification

• We showed connections of P-SIF with generative random-walk based 
latent variable models (Arora et. al. 2016a)

• Total number of topics in entire corpus (K) and can be determine by 
sparse dictionary learning (Arora et. al. 2016b)

• The context vector does not change significantly much while words are 
generated from random walk except topic change

• The partition function remain same in all directions for only words 
coming from a same context

• Taylor expansion followed by Maximum Likelihood Estimation over the 
distribution give the required context vector. 

• Concatenation of context vector give the required document 
embedding.
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Kernel Connection of embeddings
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- word vector averaging

- Our P-SIF model

 

 - Relax word mover distance 

 - Word mover distance



•Novel simple unsupervised technique to form compositional document 
vectors 
• Capture distinctiveness of words
• Capture semantics of words
• Represent Sparse & Higher Dimension
• Simple and Efficient

•Perform SoTA on standard multi-class, multi-label classification, semantic 
textual similarity and information retrieval tasks.

•GMM clustering over words vectors can be used for context sensitive 
learning and topic modelling.

• Sparse dictionary produce diverse clusters, which reduces the size of the 
word topic vectors.

Summary
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Future Directions
✓Using multi sense embedding based on context in use instead of skip gram embeddings

✓One can project the sparse word topic vector into a continuous low dimensional 

manifold, useful in downstream tasks especially deep learning

✓Instead of using unsupervised weighting over word-topic vectors, one can learn weights 

in a supervise task 

✘ Providing a more significant theoretical justification of embedding

✘ How we can take ordering into consideration e.g. LSTM along with partitioning

✘ Joint partitioning and classification (single step process)
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Thanks for Listening
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Don’t Hesitate

email: keviv9@gmail.com
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P-SIF Algorithm (Sparse Dictionary)
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Results (Pearson r X 100) on Semantic Textual Similarity Task
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Results (Pearson r X 100) on Semantic Textual Similarity Task (16)

Tasks Skip
Thoughts

LSTM Tree
LSTM

Sent2Vec Doc2Vec avg 
Glove

tfidf
Glove

avg
PSL

tfidf
PSL

Glove
+WR

PSL
+WR

P-SIF
+PSL

STS16 51.4 64.9 64.0 73.7 69.4 47.2 51.1 63.3 66.9 72.4 72.5 73.7
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Positive Qualitative Results (MSRvid) 
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Negative Qualitative Results (MSRvid) 
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