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Motivation

• Natural Language requires good semantic representations of textual documents 
• Text Categorization
• Information Retrieval
• Text Similarity

• Good semantic representation of words exists i.e. Word2vec (SGNS, CBOW) 
created by Mikolov et al., Glove (Socher et al.) and many more.

• What About Documents?
• Multiple Approaches based on local context, topic modelling, context sensitive learning
• Semantic Composition in natural language is the task of modelling the meaning of a larger 

piece of text (document) by composing the meaning of its constituents/parts (words). 
• Our work focus on using simple semantic composition 
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Efforts for Document Representation

Doc2Vec (Le & Mikolov, 2014)
Local + Global context

TWE (Liu et al., 2015a)
Topic Modelling

NTSG (Liu et al., 2015b)
Topic Modelling + Context Sensitive Learning

Graded Weighted Model (Pranjal et al., 
2015, Arora et. al.,2017)

Weighted Average & Composition

Deep Learning
LSTM, RNN, Bi-LSTM, 

RTNN, LSTM Attention
Contextual Embedding 

Elmo, BERT
Larger 

Document
Multiple 

topic

Sentence
Embedding
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SIMPLE AVERAGING

WEIGHTED PARTITION AVERAGING

Averaging vs Partition Averaging
“Data journalists deliver the news of data science to general public, they often take part in interpreting the data 
models, creating graphical designs and interviewing the director and CEO’s.”

4



 

Cluster

c
1

Cluster

c
2

Cluster

c
3

Cluster

c
K-1

Cluster

c
K

idf(w
i
)

 

Vocabulary

Sparse

Parti
tio

ning

              Pre-computation of word-topics vector

Word w
i 
(wv

i
)

SP (c
k
|w

i
)

Multi Sense
Word Vectors

wv
i 

Word-cluster vector 

wcv
ik

 = wv
i 
× SP(c

k
|w

i
)

5



Document

Preprocessing
Sense 

Disambiguation

Annotated
Pre processed 

Document

word

w
1

word

w
2

word

w
3

word

w
j-1

word

w
j

Final Document 
Vector

 

Post 
Processing

Word-topics 
vectors

  Final Document Representation

Dimensionality 
Reduction



Similar to simple weighted averaging model
we average word topic vectors instead of word vectors

Nice Connection
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Name Partition Type Properties Method

K-Means Hard Clustering  Polysemic Words ☹,Vectors Sparsity ☺, Partition Diversity 
☹ ,Document Sparsity☺ Pre-Computation ☹

BoWV [1]
Coling’16

GMM Fuzzy Clustering Polysemic Words☺, Vectors Sparsity☹, Partition Diversity☹, 
Document Sparsity☺, Pre-Computation ☺

SCDV [2]
EMNLP’17

Sparse
GMM

Sparse Fuzzy 
Clustering

Polysemic Words ☺, Vectors Sparsity☺, Partition Diversity☹, 
Document Sparsity☺,Pre-Computation ☺

SCDV-MS [3]
NAACL’19

K-SVD Dictionary 
Learning

Polysemic Words ☺, Vectors Sparsity☺, Partition Diversity 
☺, Document Sparsity☺,Pre-Computation ☺

P-SIF [4]
under review
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Ways to Partition Vocabulary



Name Embedding Type Properties Method

SGNS Noise Sensitive Common word removal☹, Context Sensitive (multi-sense)☹
Capture Order-Syntax Information ☹

BoWV
SCDV

Doc2VecC Noise Insensitive Common word removal☺, Context Sensitive (multi-sense)☹
Capture Order-Syntax Information ☹

SCDV-MS
P-SIF

AdaGram + 
Doc2VecC

Multi-Sense
Noise Insensitive

Common word removal☺, Context Sensitive (multi-sense)☺,
Capture Order-Syntax Information ☹

SCDV-MS

Elmo/BERT Contextual
Syntax Preserving

Common word removal☺,Context Sensitive (multi-sense)☺,
Capture Order-Syntax Information ☺

Yet to 
Explore

Ways to represent words

Technique Operation Method

Inverse document frequency Concatenation BOWV

Inverse document frequency Multiplication SCDV

Smooth Inverse frequency Multiplication P-SIF

Ways to weight words
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Effect of Partitioning (Text Categorization 20NewsGroup)
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Topic Modelling (Coherence) using GMM

GMM LTSG LDA

-85.23 -92.33 -108.72
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Context Sensitive Learning (Multi-Sense Effect)
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Black is the chance of “subject#1” 
(multisense) belonging to cluster #14

Blue is the chance of “subject#2” 
(multisense) belonging to cluster #50

Green is the chance of “subject” 
(unisense) belonging to cluster #14 & #50

All other chances for other clusters are 
negligibly small
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Sparsity in Representation



Effect of Sparsity (SCDV) (Text Categorization 20NG)
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Manifold Learning Algorithms

• PCA-Subspace

• Random Projection

• Autoencoders

All work effectively well 

Better reduction compared to 

the SCDV-word-topic-vector for 

all methods

Lower Dimension Embedding (Sparsity Effect)
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t-sne visualization (better separation)
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Multi-Class Classification - 20NewsGroup Dataset

Model Accuracy Precision Recall F1-Score

SCDV-MS 86.2 86.2 86.2 86.2

R-SCDV-MS 84.9 84.9 84.9 84.9

SCDV 84.6 84.6 84.5 84.6

BoE 83.1 83.1 83.1 83.1

BoWV 81.6 81.1 81.1 80.9

NTSG-1 82.6 82.5 81.9 81.2

LTSG 82.8 82.4 81.8 81.8

TWE-1 81.5 81.2 80.6 80.6

PV-DBoW 75.4 74.9 74.3 74.3

PV-DM 72.4 72.1 71.5 71.5
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Multi-Class Classification- 20 NewsGroup – 20 classes, Equal Sampling, 200-300 word 
documents, Language: English
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Multi-Label Classification - Reuters Dataset

Model Prec@1
nDCG@1

Prec@5 nDCG@5 Coverage LRAPS F1-Score

SCDV-MS 95.06 37.56 50.20 94.13 94.21 82.71

R-SCDV-MS 93.56 37.00 49.47 93.61 92.96 81.94

SCDV 94.20 36.98 49.55 93.52 93.30 81.75

BoWV 92.90 36.14 48.55 91.84 91.46 79.16

TWE-1 90.91 35.49 47.54 91.84 90.97 79.16

PV-DBoW 88.78 34.51 46.42 88.72 87.43 73.68

PV-DM 87.54 33.24 44.21 86.85 86.21 70.24
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Multi-Label Classification- Reuters - ~5000 labels, Unequal Sampling, 400-500 word 
documents, Language: English



Ablation and Efficiency Analysis 
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Ablation 20NewsGroup Reuters

w/o Sparsity 85.78 ± 0.002 82.17 ± 0.001

w/o Doc2VecC 85.41 ± 0.001 82.08 ± 0.002

w/o Multi-Sense 85.16 ± 0.001 82.43 ± 0.001

w/o All 84.61 ± 0.004 81.77 ± 0.003

w All 86.16 ± 0.002 82.71 ± 0.002



SIMILARITY SCORES

Ground Truth SIF P-SIF

0.15 0.57 0.16
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Semantic Textual Similarity (27 Datasets)



Supervised
or Not

Supervised UnSupervised Semi Supervised Our

Tasks PP PP
-Proj

DAN RNN iRN
N

LSTM
(no)

LSTM
(o.g.)

GRA
N

ST avg
Glove

tfidf
Glove

avg
-PSL

Glove
+WR

PSL
+WR

Our
+PSL

STS12 58.7 60.0 56.0 48.1 58.4 51.0 46.4 62.5 30.8 52.5 58.7 52.8 56.2 59.5 65.7

STS13 55.8 56.8 54.2 44.7 56.7 45.2 41.5 63.4 24.8 42.3 52.1 46.4 56.6 61.8 64.0

STS14 70.9 71.3 69.5 57.7 70.9 59.8 51.5 75.9 31.4 54.2 63.8 59.5 68.5 73.5 74.8

STS15 75.8 74.8 72.7 57.2 75.6 63.9 56.0 77.7 31.0 52.7 60.6 60.0 71.7 76.3 77.3

SICK14 71.6 71.6 70.7 61.2 71.2 63.9 59.0 72.9 49.8 65.9 69.4 66.4 72.2 72.9 73.4

Twitter15 52.9 52.8 53.7 45.1 52.9 47.6 36.1 50.2 24.7 30.3 33.8 36.3 48.0 49.0 54.9

Results (Pearson r X 100) on Semantic Textual Similarity
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Relative Performance (P-SIF –SIF)/SIF (%) Improvement 



Theoretical Justification

• We showed connections of P-SIF with generative random-walk based latent 

variable models (Arora et. al. 2016a)

• Total number of topics in entire corpus (K) and can be determine by sparse 

dictionary learning (Arora et. al. 2016b)

• The context vector does not change significantly much while words are 

generated from random walk except topic change

• The partition function remain same in all directions for only words coming 

from a same context

• Taylor expansion followed by Maximum Likelihood Estimation over the 

distribution give the required context vector. 

• Concatenation of context vector give the required document embedding.
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Kernel Connection of Embeddings
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- word vector averaging

- Our Partitioning Model

 

- Relax word mover distance 

- Word mover distance



✓ Instead of using a simple weighted word vector averaging a partition based weighted 

average could be a stronger baseline for document representation.

✓ Composition operation like addition and concatenation can have huge impact on the 

document representation. 

✓ Disambiguating multi-sense of words based on context in used (surrounding words) can 

lead to better document representation. 

✓ Sparsity in representation could be useful for learning a lower level representation 

manifold efficiently. 

✓ Noise in words level representation can have huge impact on the final downstream tasks. 
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Takeaways



Limitations

✘ Doesn't account for syntax, grammar, and words order and only focuses on capturing 

local and global semantics.

✘ Currently, a disjoint process of partitioning, averaging and learning, can we model 

everything as a single joint process.

✓Flipkart e-Commerce seller platform used a faster distributed version of our approach. 

✓One of ensemble feature (with modification) of bing duplicate add detection 

algorithm.
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Product Impact
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Thanks for Listening

Questions?

email: keviv9@gmail.com (Pref)

homepage: vgupta123.github.io

Blogpost: vivgupt.blogpost.com
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Positive Qualitative Results (MSRvid) 
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Negative Qualitative Results (MSRvid) 
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