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1. Tabular Inference Problem

• Inference task where premises are tabular.
• Given a premise table determine hypothesis is true

(entailment), false (contradiction), or undetermined
(neutral), i.e. tabular natural language inference.

• Example InfoTabS dataset (Gupta et al., 2020),
here the Hypothesis is Entailed.

2. Knowledge Addition

1 External knowledge is essential for model reasoning.

2 External knowledge graphs supplement model.

3 Challenges and Motivation

1 Prior work on knowledge addition for tabular rea-
soning focus on explicit addition.

2 Knowledge Extraction: Extract contextually
relevant knowledge from external source.

3 Knowledge Representation: Effectively repre-
sent external semantic knowledge relations.

4 Knowledge Integration: Schematically inte-
grate external knowledge into model design?

4. Knowledge Extraction

1 Neeraja et al. 2021 augments the input with
lengthy key definitions.

2 Add noise and confusion caused by lengthy
additions. At times definitions are incorrect.

5. Knowledge Addition

1 Knowledge Triplets are converted to sentences.
2 Sentences are encoded using Sentence Transformers.

6. Knowledge Integration

1 Word Pair External Knowledge Relations are not
compatible with tokenized transformer inputs.

2 BiLSTMs employ token level embeddings, thus
complete word pair relations.

7. Trans-KBLSTM

8. Full Supervision

Trans-KBLSTM outperform other baselines.

9. Limited Supervision

Improvement in this is more substantial.

10. Reasoning Types

Trans-KBLSTM improve all reasoning types.

11. Ablation Analysis

Removing Skip connection and addition of random
noise adversely affects model performance.

Joint training is better than Independent training

Extensive analysis on InfoTabS dataset show Trans-
KBLSTM enhance performance.

Code: https://trans-kblstm.github.io

https://trans-kblstm.github.io

