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ABSTRACT
Text summarization is one of the more challenging and open prob-
lems of Natural Language Processing. Most earlier work in this
�eld has been carried out on news article datasets. However, news
datasets are not suitable for summarization because the summary
is usually placed in the �rst few lines of the text. Thus, we con-
structed a new dataset, S��P��M�� , using scienti�c articles from
the PubMed archive. The summaries in S��P��M�� dataset are
from the omnipresent information in the document (not merely
the �rst few lines). The summary also contains scienti�c jargon
making the summarization task more challenging. To verify the
quality of summaries in S��P��M��, we conducted human anno-
tation on several aspects, such as coverage of important content
without repetition, readability, coherence, and informativeness. We
observed that the existing B4@2B4@-based summarization methods
struggle to perform well on S��P��M��, opening opportunities
for further improvement in scienti�c summarization models. Fur-
thermore, we observed that current summarization methods on
news-based datasets yield acceptable results with ROUGE only be-
cause of the simplicity of summary placement and ROUGE’s lexical
matching-based evaluation. In contrast to the earlier news datasets,
we found that ROUGE’s scores do not correlate well with our hu-
man judgments on S��P��M��. Therefore, indicating the need for
new evaluation metrics for scienti�c summarization.

CCS CONCEPTS
• Computing methodologies! Lexical semantics; Language
resources.

KEYWORDS
summarization, resources, dataset, abstractive, extractive, evalua-
tion metric
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1 INTRODUCTION
Text Summarization is a standout amongst the more di�cult and
open problems of NLP. Summarization requires a compiled por-
trayal of the document that encapsulates the semantics of the origi-
nal. Automatic summarization ought to have the capacity to pro-
duce summaries that can impersonate human-like summaries. Typ-
ical forms of summaries and their uses are: headlines, surveys for
items and �lms, plots, digests, abstracts for researchers, and so on.

Text Summarization approaches can be broadly divided into two
kinds: Extractive and Abstractive. Extractive methods discover the
most signi�cant sentences or words from the document and ‘put
them together’ to create a summary. Abstractive approaches, con-
ceptually, extract the ‘meaning’ of the text, compress it, and use
language generation tools to produce summarized text. Abstrac-
tive summarization requires paraphrasing of sentences. We cannot
reach standards of human-like summaries just by extractive meth-
ods. Therefore, a hybrid approach is needed in which one do some
extraction �rst and then perform abstractive summarization on the
extracted text. Thus, we can treat the extractive summarization as
a highlighter and abstractive summarization as a �nal pen.

A majority of existing methods for summarization are extractive.
This may be because the vast majority of datasets on which sum-
marization experiments are currently done consist of news stories.
News stories seem particularly suited for extractive summarization.
Simply extracting the �rst few lines of a news story produces a
good summary very often. News stories are also short in length
compared with other kinds of texts that may need summarization.
When documents are long and complex like in essays, research pa-
pers, long articles, books, etc., extractive summarization is unlikely
to work su�ciently. Such documents are more likely to require
abstractive methods that are closer to the way we believe humans
generate summaries.

Most of the existing summarization dataset such as CNN, DUC,
and Daily Mail are news datasets. These datasets have manually
written highlights (i.e., headlines). In these datasets, a typical docu-
ment is short – approximately 10-15 lines on average. Each docu-
ment is a news article/news story, and a portion of the text/document
contains highlights, which is considered as the summary of the
document making them unsuitable for abstractive summarization.
Also, the �rst few lines of the news article/story often produce de-
cent summaries. This �rst-line-summary artifact makes the existing
datasets considerably simple to solve, undermining the hard task
of abstractive text summarization.

Thus, we believe it is time to create a dataset that avoids, or at
least mitigates the two de�ciencies mentioned above. Therefore,
we tried to �nd publicly available documents that are of reason-
able length and already have human-generated summaries that are
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not localized to one part of the document. We also need to ensure
that the overall size of the dataset in terms of the total number
of documents that are available is su�cient, i.e., it is necessary
to have enough articles. One obvious source that satis�es all the
required constraints is a database of scienti�c articles in the biomed-
ical domain – sourced from MEDLINE. These articles are publicly
available, and for a signi�cant fraction, the full text and abstract
are freely accessible. They are often of reasonable length, the sum-
mary (or abstract) is neither localized nor does it consist of simple
extracts from the main document.

Hence, we construct a new summarization dataset from prepro-
cessed PubMed articles, named S��P��M��, where documents
are longer, and summaries cannot be extracted by selecting some
sentences from a particular location in the document.

Our contributions in this paper are:

• We created a new non-news dataset S��P��M�� which
has longer text documents and where the summaries are
generated from the whole document. In contrast, earlier
datasets with news stories (shorter text) appear to mostly
have useful information localized in the �rst few lines.

• We conducted a human evaluation for 50 summaries of 250
words. Each summary is evaluated by three di�erent individ-
uals on the basis of four parameters: readability, coherence,
non-repetition, and informativeness.

• We evaluated and analyzed the summaries attained from
several extractive, abstractive (seq2seq) and hybrid baselines
summarization models on our new datasets. We found that
S��P��M�� is more challenging compared to earlier news-
based summarization datasets. Thus, S��P��M��, opens
new opportunities for further improvement in scienti�c sum-
marization models.

• We studied the e�ectiveness of ROUGE (Lin [13]) through
Pearson’s correlation analysis with human-evaluation scores
on S��P��M��. We observed that many variants of ROUGE
scores correlate poorly with human evaluation. Our results
indicate that ROUGE is possibly not a proper metric for the
PubMed text.

The dataset, along with associated scripts, are available at https:
//github.com/vgupta123/sumpubmed.

2 RELATEDWORK
Wedivide the relatedwork into three primary parts, namely datasets,
models, and evaluation metrics:

Datasets. Most summarization datasets are based on news stories
(where summaries are mostly hinged on the �rst few sentences).
Recently, a few Social Media and Scienti�c summarization datasets
are proposed. Below, we provide the details of these datasets:

News Summarization: CNN/Daily Mail, a well-known dataset, has
manually written highlights (3 to 4 highlights for each document).
These highlights were utilized to create short multi-line (maximum
30 to 50words) summaries for each article. This dataset has, on aver-
age, 30 sentences per document and a collection of 92K documents
with multiple topics.

DUC (Document Understanding Conference) dataset, is funda-
mentally a progression of summary evaluations that have been
directed by the National Institute of Standards and Technology
(years 2001 to 2007). From 2004 onward, DUC has been about multi-
document summarization. DUC contains 500 documents (35.6 to-
kens on average) and summaries (10.4 tokens).

Gigaword, is a news-based summarization dataset (Rush et al.
[27]), which is used for the sentence summarization and headline
generation task. Here, the input document-summaries are very
short, i.e., 31.4 input document tokens and 8.3 tokens for summa-
rization.

X-Sum (Extreme Summarization) (Narayan et al. [20]) is another
news summarization dataset that focuses explicitly on abstarctive
summarization. The dataset contains online news articles from BBC
and one-sentence news summaries. In this dataset, the documents
(431words which is around 20 sentences) and summaries (23words)
are also very short.

Social Media Summarization: Webis-TLDR-17 Corpus (Völske
et al. [31]) is a large-scale dataset of 3 Million pairs of content and
self-written summaries obtained from social media (Reddit). Webis-
Snippet-20 Corpus (Chen et al. [4]) also contains approximately
10 million (webpage content and abstractive snippet) pairs and 3.5
million triples (query terms, abstractive snippets, etc.) for query-
based abstractive snippet generation of web pages. However, both of
these datasets lack the scienti�c aspect of the S��P��M�� dataset.

Scienti�c Summarization: (Cohan et al. [5]) released a PubMed
(ArXiv) based summarization dataset; however, unlike our dataset
no extensive preprocessing pipeline was applied to clean the text.
Moreover, we propose several versions of S��P��M��with distinct
properties, especially varying summary lengths, article lengths, and
vocabulary size. Additionally, the previous dataset only constrains
to level-1 section headings as the discourse information, whereas we
consider the whole PubMed document (including sub-sections level-
2 and below) for summarization in S��P��M�� . We performed
human annotation on S��P��M�� to assess the quality of our
dataset, which was not done in the earlier dataset. Lastly, in the raw
text version of the S��P��M��, our summary length and vocabulary
size is larger compared to the previous dataset.

Summarization Models. Text Summarization by extractive mod-
els (Erkan and Radev [8], Mihalcea and Tarau [18]) assemble the
most important sentences and words from the documents. Abstrac-
tivemethods (Dohare et al. [7], Gu et al. [11], Liu et al. [14], Nallapati
et al. [19], See et al. [28]), on the other hand, require understating
the meaning of the text and then a generation process for creating
summaries. Most of the abstractive summarization methods use
seq2seq encoder-decoder models for the text generation (except
AMR-based methods (Dohare et al. [7], Liu et al. [14])).

Evaluation Metrics. ROUGE, a well-known lexical matching met-
ric, evaluates the quality of summaries obtained from a system. The
pyramid method (Nenkova et al. [21]) compares the Summariza-
tion Count Units (SCUs) between the tuple of the candidate and
the reference. Smatch (Cai and Knight [3]), matches the semantic
structures, i.e., the Abstract Meaning Representation (AMR) of two
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sentences. Recently, a new metric (Ng and Abrecht [22], Sha�eiBa-
vani et al. [30]) evaluates the summaries by relying on composi-
tional attributes of corpus-based and lexical resource-based word
embeddings. Louis and Nenkova [15], Peyrard et al. [24], Peyrard
and Eckle-Kohler [25], Peyrard and Gurevych [26] propose an eval-
uation metric without reference summaries. Lastly, (Genest et al.
[10]) employs a deep model using simple average aggregation.

3 SUMPUBMED CREATION
S��P��M�� is created based on biomedical research papers, namely
the PubMed database. PubMed is a central repository for 26 mil-
lion citations, which has literature from MEDLINE, life science
journals, and online books. We took a small subset of the research
documents and preprocessed them to make them suitable for our
summarization task. We downloaded 33, 772 documents identi�ed
as BMC literature. BMC (BIO MED CENTRAL) literature incor-
porates BMC health services research papers related to medicine,
pharmacy, nursing, dentistry, health care, and so on.

Preprocessing The average word count in the PubMed scienti�c
articles is around 4, 000 words for each document and 250 to 300
lines in every document. Therefore, to create S��P��M��, we
performed extensive preprocessing so that non-textual content is
removed and the overall text is reduced to a more manageable size.

We preprocessed the raw text to make it more appropriate for
summarization. The research documents in their natural form con-
tain two subsections: Front and Body. The front part of the document
is basically the abstract, which has three subsections: background,
results, and conclusion. The body part of the document is the text,
which has three subsections: background, results, and conclusion
containing �gures, tables, citations, digits, acknowledgments, and
references.

We carried out the following prepossessing steps to remove
non-textual content from the scienti�c text.

• We replaced citations and digits in the content with <cit>
and <dig> labels.

• We removed �gures, tables, signature, subscript, superscript,
and their associated text (e.g., captions).

• We removed acknowledgments and references from the text.
All the preprocessing mentioned above was done on a sentence

as a unit utilizing regex library in Python 1.

We then converted all documents to XML formats and later uti-
lizedXML as the resource to create all versions of S��P��M�� using
a suitable parser. First, we cleaned the text and abstract to create
document-summary pairs. Here, the abstracts are utilized as the
gold summaries for S��P��M��. Then, we parse the text using the
SAX parser.2 In SAX, events are triggered when the XML is being
parsed. When the parser is parsing the XML and encounters a tag
starting (e.g., <something>), then it triggers the tagStarted event
(actual name of the event might di�er). Similarly, when the end of
the tag is met while parsing (</something >), it triggers tagEnded.
Using a SAX parser implies one needs to handle these events and
make sense of the data returned with each event. One could also
1https://tinyurl.com/ydz3cejh
2https://tinyurl.com/y9k2f25b

use the DOM parser,3 where no events are triggered while parsing.
In DOM the entire XML is parsed, and a DOM tree (of the nodes in
the XML) is generated and returned. In general, DOM is easier to
use but has a huge overhead of parsing the entire XML before one
can start using it; therefore, we use SAX instead.

An example of the front part, body part, and the �nal -"! �le
formed from the cleaned text is shown in the Appendix D.4

Versions of S��P��M��: We have created four versions of
S��P��M�� with varying degrees of preprocessing, a) XML, b)
Raw Text, c) Non-phrases, and d) Hybrid. In the XML version we
exported the whole dataset into a single XML �le. Raw Text is
the version just after basic preprocessing is completed (no -"!
parsing). Noun phrases version ensures that the summary and text
have the same named entities. This produced amuch shorter version
of the text and summary than the original pair. We had to use a
noun intersection operation on the summary and text since neither
the standard Name Entity Recognition (NER) (Finkel et al. [9]) nor
a Biomedical Named Entity Recognizer (ABNER) (Settles [29]) were
able to pick out the named entities. The main reason behind ABNER
insu�ciency is due to the novel PubMed named entities that were
not covered by any of the classes in the ABNER tool. In the Hybrid
version, we kept the shorter abstract, i.e., the golden summary, the
same but shortened the document (raw text). To shorten the text we
used a hybrid (extractive + abstractive summarization) automatic
summarization approach. That is, we �rst performed an extractive
summarization utilizing TextRank on the preprocessed text and
then carried out the abstractive summarization on the extracted
text using a seq2seq (Mi et al. [17]) model. The statistics of all the
versions of S��P��M�� are available in Table 1.

Version Statistic Summary Article
Raw Text Avg. Words 277 4227
version Avg. Sentences 14 203
Noun Phrases Avg. Words 223 1578
version Avg. Sentences 10 57
Hybrid Avg. Words 223 1891
version Avg. Sentences 10 71

Table 1: Average number of sentences and words in the ab-
stract and text in the three main versions of S��P��M��

Figure 1 shows the complete pipelinewith necessary steps needed
for S��P��M�� creation.

4 HUMAN ANNOTATION OF SUMPUBMED
We distributed 50 randomly chosen summaries to 10 expert annota-
tors (graduate students in NLP) such that we have 3 di�erent human
results for each summary. We asked these human-annotators to
rate the summaries on a scale of 1 to 10.

We created di�erent document �les, each having 10 pairs of
summaries where we randomly shu�ed between reference and
generated summaries with respect to the placement on the page
(left or right). Then, human evaluators were asked to evaluate
summaries based on the following points:

3https://tinyurl.com/py6qxzc
4Appendix : https://vgupta123.github.io/docs/sumpubmed_appendix.pdf
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Figure 1: Flowchart highlighting the S��P��M��! creation pipeline.

• Non-Repetition and no factual Redundancy (Non-Re): There
should not be redundancy in the factual information and no
repetition of sentences.

• Coherence (Coh): Coherence means “continuity of sense”.
The arguments have to be connected sensibly so that the
reader can see consecutive sentences as being about one (or
a related) concept.

• Readability (Read): Consideration of general readability crite-
ria such as good spelling, correct grammar, understandability,
etc. in the summaries.

• Informativeness, Overlap and Focus (IOF): How much infor-
mation in one summary is covered by the information in
the other summary. That is, one �nds the common pieces
of information in both/matching the same keywords and
key phrases, e.g., “Nematodes” is a keyword present in both
summaries. Or noting the frequency of some keywords or
key-phrases, and whether both summaries are about the
same topic/idea.

The average scores and standard deviations are shown in Table
2.5 We also received some feedback from the annotators regarding
the technical nature of the summaries. Annotators agree that it is
hard to compare the informativeness and overlap for most of the
summaries presented to them. However, based on the parameters
like readability, coherence, and non-repetitiveness the quality of
summaries are satisfactory.

Criteria Mean (`) S.D. (f)
Non-Re 7.19 0.755
Coh 6.87 0.705
Read 6.82 0.821
IOF 6.31 0.879

Table 2: Mean and Standard Deviation (SD) scores of Human-
annotation on 50 summaries

5Detailed scores: https://tinyurl.com/y9hfp4dd

Correlation between ROUGE and human scores: ROUGE-#
is an =-gram similarity measure that computes unigram, bigram,
trigram and higher order =-gram overlap. Here, # is the length of
the =-gram, and the count of matching grams is the number of co-
occurring =-grams between the candidate and reference summaries.
We calculated the correlation between ROUGE scores (ROUGE-1 (R-
1), ROUGE-2 (R-2) and ROUGE-L (R-L)) in terms of precision, recall
and F1 score with the human-evaluated scores. In ROUGE-L (R-L)),
L refers to the Longest Common Sub-sequence (LCS) overlap. LCS
is a sub-sequence of matching words with maximal length, which is
common in both texts with the order of words being preserved. We
used Pearson’s correlation coe�cient (Pearson [23]), which yields
a value between �1 and 1. The value demonstrates the degree to
which quantitative and continuous variables are directly related.

ROUGE functions on the assumption that a high-quality sum-
mary generated by amodel should have commonwords and phrases
with a gold-standard summary. But in general that is not the case,
since there can be synonymous words and paraphrases of informa-
tion that is present in the reference summary text. Therefore, merely
considering lexical overlaps to decide the quality of a summary is
not su�cient to evaluate a summary. In other words, a high ROUGE
score may indicate a good summary, but a low ROUGE score does
not necessarily indicate a bad summary. While summarizing large
documents, humans tend to utilize di�erent paraphrasing/words to
convey the same meaning. Lin [13] showed that the high Pearson’s
correlation between ROUGE scores and human-annotated scores
for the DUC dataset denote that ROUGE is a highly reliable and
stable summarization metric. However, later Cohan and Goharian
[6], Dohare et al. [7] argued that ROUGE is not an accurate estima-
tor of the quality of a summary for scienti�c input, e.g., bio-medical
text. The correlations are shown in Table 3. We see that the cor-
relation values are minimal in magnitude. Thus, we can conclude
that ROUGE scores are weakly related with human ratings on the
S��P��M�� dataset.
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Criteria Prec Recall F1
R-1 R-2 R-L R-1 R-2 R-L R-1 R-2 R-L

Non-Re -0.09 -0.06 -0.11 +0.02 -0.07 +0.007 +0.008 -0.05 +0.03
Coh +0.05 -0.14 +0.05 -0.04 -0.25 -0.01 +0.02 -0.19 +0.06
Read +0.19 +0.09 +0.20 +0.006 -0.03 +0.03 +0.12 +0.01 +0.13
IOF -0.15 -0.18 -0.16 +0.12 0.08 +0.09 +0.06 -0.007 +0.12

Table 3: Pearson’s correlation between ROUGE scores and human ratings on S��P��M��

5 EXPERIMENTS
We have used the Noun phrase version of S��P��M��, in the ab-
stractive summarization settings and the Hybrid version of the
S��P��M�� dataset in the hybrid setting, i.e., (extractive + abstrac-
tive) summarization. We split the dataset into train (93%), test (3%)
and validation (4%) sets. Before training, we write a script which
�rstly, tokenizes all input �les and then formed a vocabulary and
chunked �les for the train, test, and validation sets. This step forms
the input in a format that is suitable to be fed to the B4@2B4@ models.

BaselineModels: We use the followingmodels on S��P��M�� for
evaluation: We use extractive, abstractive, and hybrid (extractive +
abstractive) automatic summarizationmethods to evaluate S��P��M��.

(1) Abstractive Methods : We use several modi�cations of
seq2seq with attention, as described below:

(a) Seq2Seq with Attention (Nallapati et al. [19]): The encoder
is a single layer bidirectional LSTM, while the decoder
is a single layer unidirectional LSTM. Both the encoder
and decoder have same sized hidden states, with an at-
tention mechanism over the source hidden states and a
soft-max layer over the vocabulary to generate the words.
We use the same vocabulary for both the encoding and
the decoding phase.

(b) Seq2Seq with Pointer Generation Networks (See et al. [28]):
The previous model has a computational decoder complex-
ity because each time we have to apply the softmax over
the entire vocabulary. The model also outputs an excessive
number of UNK tokens (UNK is a special token utilized
for out-of-vocabulary words) in the target summary. To
address this issue, we use a pointer-generator network
(See et al. [28]) which integrates the basic seq2seq model
(with attention) with a copying mechanism (Gu et al. [11]).
We call this model seq2seq for the rest of the paper.

(c) The seq2Seq model with Pointer Generation Networks and
Coverage Mechanism (+cov) (Mi et al. [17]): The summaries
generated by the model discussed before may show repeti-
tion, like generating the same arrangement of words mul-
tiple times (e.g., “this bioinformatic approach this bioinfor-
matic approach..." ). This repetition of phrases is prominent
when generating multi-line summaries. The solution to
the problem of redundancy in summaries in seq2seq mod-
els is the coverage mechanism of Mi et al. [17]. This model
penalizes repeated word generations by keeping track of
the hitherto covered parts using attention distribution.

(2) Extractive Methods: There are several existing approaches
to extractive summarization, mostly derived from LexRank

(Erkan and Radev [8]), and TextRank (Mihalcea and Tarau
[18]). We use TextRank, which is an unsupervised approach
for sentence extraction, and has been used successfully in
many NLP applications (Hulth [12]).

(3) Hybrid Methods (Extractive + Abstractive): We also ex-
perimented with the hybrid approach for summarization. Ini-
tially, we used extractive summarization using the TextRank
ranking algorithm. We then applied abstractive summariza-
tion on the extracted text. We used the pointer-generator
networks, followed by the coverage mechanism for the ab-
stractive summarization. In this setting, we have not per-
fomed any preprocessing before extractive summarization
to decrease the length of the documents. The extractive sum-
marization step makes the text length su�cient to apply the
abstractive summarization step on it quite easily.

Experimental Setting:We utilized tensor�ow (Abadi et al. [1]) for
writing our code. We used a single ⌧4�>A24 ⌧)- )�)�# - with
12GB⌧%* memory for all our training. Training on the full dataset
takes on average 5 to 6 days per model. While decoding in seq2seq
learning models (for abstractive and hybrid models), we do not take
the �rst decoded sequence. Instead, we use a beam search (Medress
et al. [16]) that expands over a greedy search and chooses the most
likely word at each time-step to generate the target sequence. Beam
search generates all next possible token predictions and keeps the
best 1 sequences, where 1 is a parameter called the beam width. We
used a beam width of four. The hyper-parameters we used for the
seq2seq models is listed in Table 4

ExitingDatasets: In this section, wewill list some existing datasets
(news stories datasets) we utilized for evaluating results on abstrac-
tive summarization for comparison. We used the previously men-
tioned (§2) CNN/Daily Mail. In addition, we used the DUC 2001
dataset for testing our model. The DUC 2001 dataset is made of
50 sets of documents, where each document set contains 10 news
articles about a given subject from the New York Times distributed
around the 1998s and 2000s. We report the results of abstractive
summarization with seq2seq models (and its variants) on these
datasets in Table 5.

ROUGEMetrics:We considered ROUGE-1 (R-1) and ROUGE-2 (R-
2), and ROUGE-! in our experiments. To perform an analysis of the
quality of summaries, precision, recall, and F1 score are computed.
We used the ROUGE evaluation package pyrouge for our studies.6

6 RESULTS AND ANALYSIS
ROUGE scores on S��P��M�� are given in Table 6, as the length of
the target summary increases (increase in the number of decoding

6https://pypi.org/project/pyrouge/
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Hyper-parameter Value
LSTM Hidden state size 256
Word embedding dimensions 128
Batch Size 16
encoder steps training 100-1000
encoder steps testing 100-4000
decoder steps length 100-250
beam size 4
learning rate for adagrad 0.15
maximum gradient norm 2.0

Table 4: Hyper-parameters for Sequence to Sequencemodels

steps), the performance improves. We examined both seq2seq mod-
els with and without coverage. The results of the extractive method,
i.e., TextRank graph-based ranking Algorithm on S��P��M�� is
shown in Table 7. We also explored the hybrid approach on the
S��P��M�� dataset for two models, i.e., TextRank + seq2seq (with
and without coverage), the results of which are shown in Table 8.

Analysis: In all three approaches, namely Abstractive in Table 6,
Extractive in Table 7 and Extractive + Abstractive in Table 8, we
notice that the Recall and F1-score increase with the number of
words in the target summaries. We also obtain improved results
for 250 words. In addition, we observe that ROUGE scores increase
with the length of the generated summary. One possible reason
could be that the chances of lexical overlap are more with larger
generated summaries. However, precision yields better results for
100 to 150 words in summaries. This is because the fewer are the
number of words in the output summary, the higher are the chances
of its coverage in the reference summary.

We notice in both Tables 6 and 8 that by adding the coverage
(+cov) mechanism, the problem of repetition in summaries is solved
to a great extent. The ROUGE scores also show improvement after
applying coverage to pointer-generator networks. In Table 9, we
note that in terms of precision (Pr), the abstractive approach shows
the best results. However, the Recall of the extractive summariza-
tion model is always better than abstractive and hybrid approaches.
Also, the R-1 Re (ROUGE-1 Recall) and R-L Re (ROUGE-L Recall)
for the hybrid models are approximately similar to the abstractive
models. We observe that pointer generator networks are e�ective
in handling named entities and out-of-vocabulary words. The cov-
erage mechanism is useful to avoid repetitive generation, which is
important for scienti�c summarization.

7 EXAMPLE OF SUMMARIZATION ON
SUMPUBMED

In this section we provide some representative examples of actual
summaries. We see factual redundancy and repetitiveness in the
generated summaries with pointer-generation which is removed by
applying coverage. We also observe that repetitiveness is removed
by using the coverage mechanism. Repetitiveness is shown with
highlighted text.

Reference Summary the origin of these genes has been at-
tributed to horizontal gene transfer from bacteria, although there
still is a lot of uncertainty about the origin and structure of the
ancestral ghf <dig> ppn endoglucanase. our data con�rm a close

relationship between pratylenchus spp. furthermore, based on gene
structure data, we inferred a model for the evolution of the ghf
<dig> endoglucanase gene structure in plantparasitic nematodes.
our evolutionary model for the gene structure in ppn ghf <dig> en-
doglucanases implies the occurrence of an early duplication event,
and more recent gene duplications at genus or species level. the
latter one is the �rst gene isolated from a ppn of a di�erent su-
perfamily -LRB- sphaerularioidea -RRB-; all previously known ne-
matode endoglucanases belong to the superfamily tylenchoidea
-LRB- order rhabditida -RRB-. no statistical incongruence between
the phylogenetic trees deduced from the catalytic domain and the
cbm <dig> was found, which could suggest that both domains
have evolved together. and the root knot nematodes, while some
radopholus similis endoglucanases are more similar to cyst nema-
tode genes. two new endoglucanases from the migratory nematodes
pratylenchus co�eae and ditylenchus africanus were included in
this study. phylogenetic analyses were conducted with the ppn
ghf <dig> endoglucanases and homologous endoglucanases from
bacterial and other eukaryotic lineages such as beetles, fungi and
plants. previous studies on the evolution of these genes have fo-
cused primarily on data of sedentary nematodes, while in this study,
extra data from migratory nematodes were included. it is not clear
whether this ancestral endoglucanase consisted of the whole gene
cassette, containing a catalytic domain and a carbohydratebinding
module -LRB- cbm, type <dig> in ppn and bacteria -RRB- or only of
the catalytic domain while the cbm <dig> was retrieved by domain
shu�ing later in evolution. the ghf <dig> catalytic domain and the
cbm <dig> rather than that it evolved by domain shu�ing. endo
<dig> betaglucanases or cellulases from the glycosyl hydrolase fam-
ily <dig> -LRB- ghf5 -RRB- have been found in numerous bacteria
and fungi, and recently also in higher eukaryotes, particularly in
plantparasitic nematodes -LRB- ppn -RRB-.

Summary from seq2seq although the hox cell line with pecu-
liar properties of horizontal gene transfer -LRB- hgt -RRB- has been
proposed to delineate the function of ghf <dig> endoglucanases.
the gene structure of the ppn ghf <dig> endoglucanases is a matter
of debate, in this study no support for an early exon/domain shuf-
�ing event after the independent gain of a catalytic domain. the
exon/intron gene structure of the ppn ghf <dig> endoglucanases
was compared with the multiple protein sequence alignment. the
gene structure of the ppn ghf <dig> endoglucanases was compared
with the multiple protein sequence alignment. the gene structure
of the ppn ghf <dig> endoglucanases was compared with the
multiple protein sequence alignment. the gene structure of
the ppn ghf <dig> endoglucanases was compared with the
multiple protein sequence alignment. the gene structure of
the ppn ghf <dig> endoglucanases was compared with the
multiple protein sequence alignment. the evolution of the
gene structure of the ppn ghf <dig> gene families: the number
of members from an ancient or early eukaryotic ancestral gene is
associated with the expansion of members from an ancient or early
eukaryotic ancestral gene. in this study, we.

Summary from seq2seq with coverage the expansion of hor-
izontal gene transfer -LRB- hgt -RRB- events in horizontal gene
transfer -LRB- hgt -RRB- has been proposed to explain the origin
of ghf <dig> endoglucanases in the nematode kingdom. while the
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Data Model R-1 R-2 R-L
Pr Re F1 Pr Re F1 Pr Re F1

CNN seq2seq 33.49 38.49 34.61 13.89 15.87 14.29 30.15 34.64 31.15
-DM +cov 38.59 41.10 38.53 16.84 17.83 16.75 35.56 37.81 35.48
DUC seq2seq 41.34 21.33 27.63 14.28 7.30 9.49 32.95 16.93 21.93

+cov 43.86 21.92 28.57 15.04 7.41 9.68 34.96 17.29 22.60

Table 5: ROUGE scores on existing datasets using seq2seq models: CNN-Dailymail (CNN-DM) and DUC 2001 dataset (DUC)

Steps Model R-1 R-2 R-L
Pr Re F1 Pr Re F1 Pr Re F1

100 seq2seq 52.30 20.56 28.01 16.01 6.17 8.50 47.97 18.70 25.53
+cov 57.50 22.66 31.04 20.28 7.74 10.73 52.62 20.56 28.23

150 seq2seq 48.88 27.10 32.81 15.18 8.35 10.18 44.64 24.56 29.81
+cov 55.11 29.71 36.79 19.17 10.14 12.66 50.48 27.07 33.57

200 seq2seq 44.83 30.23 33.79 13.73 9.20 10.33 40.86 27.37 30.65
+cov 52.86 33.84 39.21 18.25 11.52 13.43 48.47 30.88 35.84

250 seq2seq 41.18 31.84 33.00 12.80 9.79 10.22 37.68 28.89 30.03
+cov 51.11 36.24 40.13 17.63 12.39 13.77 46.92 33.13 36.73

Table 6: ROUGE scores on (D<%D1"43 using a seq2seq model with varying decoding steps

Steps R-1 R-2 R-L
Pr Re F1 Pr Re F1 Pr Re F1

150 45.91 31.69 36.82 16.97 11.09 13.12 39.12 26.91 28.84
200 42.81 36.03 38.44 15.71 13.31 14.10 36.60 30.73 31.48
250 40.51 39.59 39.33 14.81 15.30 14.72 34.83 33.98 34.83

Table 7: Results for TextRank an Extractive Summarization approach on (D<%D1"43

Steps Model R-1 R-2 R-L
Pr Re F1 Pr Re F1 Pr Re F1

100 seq2seq 50.32 21.09 28.45 12.66 5.14 7.04 46.58 19.40 26.23
+cov 56.07 27.42 30.69 16.65 6.47 8.95 51.87 20.62 28.27

150 seq2seq 45.01 25.50 30.99 11.14 6.21 7.59 41.43 23.35 28.42
+cov 52.23 29.11 35.62 15.44 8.45 10.42 48.35 26.81 32.86

200 seq2seq 40.55 28.46 31.56 9.93 6.93 7.70 37.21 25.98 28.86
+cov 47.82 33.37 37.28 14.01 9.68 10.84 44.29 30.80 34.44

250 seq2seq 35.80 30.88 30.61 9.14 7.67 7.66 32.67 27.95 27.80
+cov 43.82 36.16 37.33 12.77 10.49 10.85 40.55 33.37 34.49

Table 8: ROUGE scores on (D<%D1"43 using Hybrid model: TextRank + seq2seq models

ppn ghf <dig> endoglucanases has a close relationship to the root
knot nematodes. in order to have a broader overview of the en-
doglucanase evolution in the infraorder tylenchomorpha, the gene
structure of six additional genes was incorporated in our study. the
ppn ghf <dig> gene family is associated with the expansion of the
ppn ghf <dig> gene family bordered by intron <dig> and intron
<dig> although 1 - <dig> symmetrical domains are suggested to be
frequently associated with domain shu�ing events in the evolution
of paralogous gene families: the evolution of the ppn indicate a
history of recent duplication events for which little information is
available. our model implies that the divergence of the gene struc-
ture of the ppn ghf <dig> gene family is notably dynamic, and this
evolution involves more intron gains than losses in the order rhab-
ditida -LRB- infraorder tylenchomorpha -RRB-, which is part of
one of the three evolutionary independent plantparasitic nematode
clades. our results demonstrate that the conserved gene structure
of the ppn ghf <dig> endoglucanases and the observation of some

sequence conservation in the evolution of the plantparasitic bacte-
ria and nematodes. our results suggest that the evolution of the ghf
<dig> gene family is a major consequence of the evolution of.

For examples with attention visualization in abstractive setting,
extractive sumamrization examples on S��P��M�� and, abstrac-
tive summarization examples on CNN/DailyMail refer to the Ap-
pendix sections A,B, and C, respectively.7

8 CONCLUSION
We created a non-news, S��P��M��, from the PubMed archive to
study how various summarization techniques perform on longer
scienti�c texts which have essential information scattered through-
out the whole text. In contrast, earlier datasets with news stories
appear to mostly have useful information in the �rst few lines of
the document text. Due to the unavailability of any state-of-the-art

7Appendix : https://vgupta123.github.io/docs/sumpubmed_appendix.pdf
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Model R-1 R-2 R-L
Pr Re F1 Pr Re F1 Pr Re F1

Abstractive 51.11 36.24 40.13 17.63 12.39 13.77 46.92 33.13 36.73
Extractive 40.51 39.59 39.33 14.81 15.30 14.72 34.83 33.98 32.82
Hybrid 43.82 36.16 37.33 12.77 10.49 10.85 40.55 33.37 34.49

Table 9: Comparison of ROUGE scores between various methods on S��P��M��. Here, seq2seq abstractive methods have a
target summary length of 250 words

results on this new dataset, we built several baseline models for . We
also conducted a human evaluation on aspects such as repetition,
readability, coherence, and Informativeness for 50 summaries of
250 words. Each summary is evaluated by 3 di�erent individuals on
the basis of four parameters: readability, coherence, non-repetition,
and informativeness. To check the signi�cance of our results, we
studied the e�ectiveness of ROUGE through Pearson’s correlation
analysis with human-evaluation and observed that many variants
of ROUGE scores correlate poorly with human evaluation. Our
results indicate that ROUGE is possibly not a proper metric for
S��P��M��. We also employ extractive, abstractive, and hybrid
model baselines to evaluate S��P��M��.
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